Data reduction in 3ω method for thin-film thermal conductivity determination

T. Borca-Tasciuc, a) A. R. Kumar, and G. Chen b)

Mechanical and Aerospace Engineering Department, Nanoscale Heat Transfer and Thermoelectrics Laboratory, University of California at Los Angeles, Los Angeles, California 90095-1597

(Received 8 August 2000; accepted for publication 11 January 2001)

The 3ω method has been proven to be very useful for determining the thermal conductivity of thin films and their substrates. Several simplifications are often used in determining the thermal conductivity of the films based on the experimentally measured 3ω signal. These simplifications, however, have limited range of applicability. In this work, we present a detailed analysis and mathematical modeling of the 3ω method applied for different experimental conditions. Effects considered include the finite substrate thickness, anisotropic nature of the film and substrate thermal conductivity, the film-substrate thermal property contrasts, the effect of heat capacitance of the heater, and the effect of thermal boundary resistance. Several experimental results are analyzed using the models presented. This work shows that the 3ω method can be extended to a wide range of sample conditions, with anisotropic conductivities in both the substrate and the film, and with small film-substrate conductivity contrast. © 2001 American Institute of Physics.
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I. INTRODUCTION

The 3ω method has been used extensively for measuring the thermal conductivity of thin films and bulk materials.1–13 In this method a thin electrically conductive wire is deposited onto the specimen whose thermal conductivity needs to be measured. The wire functions as both a heater and a temperature sensor. An ac current with angular modulation frequency ω is driven through the wire, causing Joule heating at a frequency of 2ω. The generated thermal wave diffuses into the specimen and the penetration depth is determined by the thermal diffusivity of the specimen and the frequency of the ac current. Since the resistance of the heater is proportional to the temperature, the resistance will be modulated at 2ω. The voltage drop along the wire thus contains a third harmonic that depends on the ac temperature rise of the heater and could be used to extract the thermal conductivity of the specimen. Thermal conductivities of thin films down to several nanometers thickness were measured using this technique.2–4,8–10,12 Moreover, the 3ω method was employed to measure the thermal conductivity of anisotropic thin films.5–7,13 For anisotropic thermal conductivity measurements, the combination between the heater wire width and the film thickness determine the measurement sensitivity to the in-plane and cross-plane thermal properties of the film. Choosing a heater width much larger than the film thickness, the measured temperature drop could be assumed to be sensitive mainly to the cross-plane thermal conductivity of the film. If the wire width is smaller or comparable to the film thickness, the heat produced in the heater wire tends to spread inside the film and the measured temperature signal is influenced by both the in-plane and cross-plane thermal conductivities of the film.

Of crucial importance to the accuracy of the thermal conductivity determination are the heat conduction models used to obtain the substrate and the thin-film thermal conductivities. An approximate analytical expression is often employed to determine the thermal conductivity of the substrate from the slope of the real part of the ac temperature expressed as a function of the logarithm of modulation frequency.1–3,9 The corresponding temperature drop developed in the substrate may be then calculated. For measuring the thermal conductivity of a thin film deposited onto the substrate, the temperature drop across the thin film is inferred from the difference between the measured total temperature rise and the calculated temperature drop across the substrate. Using a simple one-dimensional heat conduction analysis, the thermal conductivity of the thin film can be determined.

These simplified analytical models are subjected to a variety of constraints that are not well documented in literature. In practice, some of these constraints may not be always satisfied. For example, one condition for using the one-dimensional steady-state heat conduction model to determine the thermal conductivity of thin films deposited on the substrate is that the film thermal conductivity must be much smaller than the substrate thermal conductivity. This condition imposes a severe limitation to the range of samples that the method can handle.

In this article, we present a detailed analysis of the 3ω data reduction methods. We start from a two-dimensional heat conduction model applied to the general case of a multilayer film-on-substrate system with anisotropic thermophysical properties. The principal heat conduction axes are considered in the directions parallel and perpendicular to the film plane. We then focus on several particular situations
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including anisotropic substrate, one film on a substrate, and two films on a substrate. It is shown that using the differential method to measure the temperature drop across the film of interest can reduce the uncertainty in the determination of the thermal conductivity of the film. Approximate formulations for the heater temperature rise are derived for the case of anisotropic substrate. Moreover, a steady-state formulation applied to the case of one-film-on-substrate system is used to discuss the effects due to two-dimensional heat conduction in the film and film/substrate thermal conductivity contrast. Experimental data are presented to validate the model analysis.

II. GENERAL SOLUTION FOR THE 2D HEAT CONDUCTION ACROSS A MULTILAYER-FILM-ON-SUBSTRATE SYSTEM

The 3ω method is often employed in the thermal conductivity characterization of film-on-substrate systems using a simple one-dimensional heat conduction analysis to determine the thermal conductivity of the thin film and the slope method to determine the thermal conductivity of the substrate. However, thermal characterization sometimes is needed for samples that have more than one film deposited onto the substrate for films and substrates that have anisotropic thermophysical properties, and for substrates that may not be considered semi-infinite. A solution for the heater temperature rise on a film-on-semi-infinite-substrate structure with anisotropic thermal properties of the film was derived in Ref. 5. Kim et al. investigated the case of an isotropic multilayer film-on-finite-substrate structure. In this section, the expression for the heater temperature rise is derived in the general case of a multilayer film-on-finite/semi-infinite-substrate system with anisotropic thermophysical properties. The derivation is based on a two-dimensional heat-conduction model across the system and a uniform heat flux boundary condition between the heater and the top film. The integral Fourier transformation technique is employed to obtain the analytical solution. Neglecting the contributions from the thermal mass of the heater and thermal boundary resistances, effects discussed later in the article, the complex temperature rise of a heater dissipated power per unit length is

\[
\Delta T = \frac{-p}{\pi l \kappa_{xy}} \int_{0}^{\infty} \frac{1}{A_{i}B_{i}} \sin^{2}(b \lambda) \frac{d\lambda}{b^{2} \lambda^{2}},
\]

where

\[
A_{i-1} = \frac{k_{i}B_{i}}{k_{xy}B_{i-1}} - \frac{\tanh(\varphi_{i-1})}{1 - \frac{k_{i}B_{i}}{k_{xy}B_{i-1}} \tanh(\varphi_{i-1})}, \quad i = 2...n,
\]

\[
B_{i} = \left( k_{xy} \alpha^{2} + \frac{i 2 \omega}{\alpha_{i}} \right)^{1/2},
\]

\[
\varphi_{i} = B_{i} d_{s}, \quad k_{xy} = k_{s}/k_{s}.
\]

In the above expressions, n is the total number of layers including the substrate, subscript i corresponds to the ith layer starting from the top, subscript y corresponds to the direction perpendicular to the film/substrate interface (cross plane), b is the heater half width, k is the thermal conductivity of the layer, \(\omega\) is the angular modulation frequency of the electrical current, d is the layer thickness, and \(\alpha\) is the thermal diffusivity. The effect of the thermal conductivity anisotropy is introduced through the term \(k_{xy}\), which is the ratio of the in-plane to cross-plane thermal conductivity of the layer. For the substrate layer \(i = n\), and if the substrate is semi-infinite \(A_{n} = \frac{1}{2}\). When the substrate has a finite thickness, the value of \(A_{n}\) depends on the boundary condition at the bottom surface of the substrate: \(A_{n} = -\frac{1}{\tanh(B_{n} d_{s})}\) for an adiabatic boundary condition or \(A_{n} = -\frac{1}{\tanh(B_{n} d_{s})}\) if the isothermal boundary condition is considered.

In subsequent sections of this article, Eq. (1) is employed to calculate the heater temperature rise for different specimen configurations, to estimate the range of applicability of the simplified models currently used in the data reduction, and to correct the relative errors introduced by these models in the thermal conductivity determination. Furthermore, the discussion is illustrated with experimental examples appropriate for each studied situation.

III. SUBSTRATE THERMAL CONDUCTIVITY MEASUREMENT FOR ANISOTROPIC AND FINITE THICKNESS CASE

Cahill and co-authors derived a formula for the ac temperature rise of a heater deposited on an isotropic substrate, taking into account the finite width of the heat source and the temperature averaging across the width of the metal line. The solution obtained by Cahill is identical to the temperature rise given in Eq. (1) in the particular case of a semi-infinite isotropic substrate with no film. If the penetration depth \(q^{-1} = \sqrt{\alpha_{s}/2\omega}\) (where subscript S is associated with substrate) is further considered much larger than the heater half width:

\[
q^{-1} \gg b,
\]

the heater can be approximated as a line source, and the complex temperature rise of the heater can be approximated as:

\[
T_{S} = \frac{p}{\pi l \kappa_{S}} \left( 0.5 \ln \left( \frac{\alpha_{S}}{b^{2}} \right) - 0.5 \ln(\omega) + \eta \right) - i \left( \frac{p}{4l \kappa_{S}} \right),
\]

where \(\eta\) is a constant and \(f_{\text{linear}}(\ln \omega)\) is a linear function of \(\ln \omega\). Equation (6) shows how the thermal conductivity of an isotropic substrate can be determined from the slope of the real part of the ac temperature amplitude as a function of the logarithm frequency. Subsequently, we will refer to the substrate thermal conductivity measurement technique based on Eq. (6) as the “slope method” and we will refer to the slope of the real part of the temperature amplitude as a function of logarithm frequency as simply the “slope.” By normalizing the temperature rise with \((-p/\pi l \kappa_{S})\), Eq. (6) leads to a constant slope value of 0.5 for the normalized temperature rise. Another condition that limits the use of Eq. (6) for substrate
thermal conductivity measurement is the assumption of semi-infinite medium, which holds if the thermal penetration depth is smaller than \(d_S\), substrate thickness;

\[ q^{-1} \approx d_S. \] (7)

The line source and semi-infinite substrate conditions expressed in Eqs. (5) and (7) are rather qualitative. One purpose of this article is to provide more quantitative criteria for the applicability of the slope method. Furthermore, Eq. (6) considers only the case of isotropic substrates although in some experimental situations the substrate thermal conductivity can be anisotropic. To address these issues we obtained an analytical expression of the “slope,” using Eq. (1) for the case of a finite anisotropic substrate with adiabatic boundary condition on the bottom surface. Dividing the analytical slope to \((-p/\pi k_S \sqrt{k_{Sxy}})\) we obtained the following general expression for the normalized slope

\[
\frac{d \theta}{d \ln(\omega)} = -\frac{p}{(\pi k_{Sx} \sqrt{k_{Sxy}})} \int_0^\infty \frac{z^2}{B_3^2 \tanh(B_3 \beta_S)} \times \left[ 1 + \frac{4B_3 \beta_S}{(e^{B_3 \beta_S} + e^{-B_3 \beta_S})^2 \tanh(B_3 \beta_S)} \right] \frac{\sin^2(\lambda)}{\lambda^2} d\lambda,
\] (8)

where, \(z = q \beta_S \sqrt{k_{Sxy}}\), \(\beta_S = \sqrt{k_{Sxy}}(d_S/b)\), and \(B_3 = \sqrt{\lambda^2 + z^2}\). The nondimensional parameters \(\beta_S\) and \(z\) are related to three effects which have an influence on the normalized slope in the general case: the finite substrate effect expressed by \(z\) and the \(d_S/b\) ratio, the line-source approximation related to the \(qb\) product, and the effect of substrate anisotropy described by \(k_{Sxy}\). Figure 1(a) shows the normalized slope from Eq. (8) calculated as a function of the \(z\) parameter for different values of \(\beta_S\). The range of applicability of the slope method is estimated comparing the values predicted by Eq. (8) with the approximate normalized slope value of 0.5 determined from Eq. (6). For the case of a semi-infinite substrate (\(\beta_S \to \infty\)), the approximate normalized slope is within 1% of the normalized slope from Eq. (8) if

\[ z < 0.2. \] (9)

Equation (9) indicates that the line-source approximation is valid (within 1% error in the normalized slope value) if the thermal penetration depth is at least 5 times larger than the ratio between the heater half width and the square root of substrate anisotropy. In this case, a simplified expression similar to the one in Eq. (6) can be derived for an anisotropic substrate;

\[
T = \frac{p}{\pi k_{Sx} \sqrt{k_{Sxy}}} \left[ 0.5 \ln \left( \frac{\alpha_S \sqrt{k_{Sxy}}}{b^2} \right) - 0.5 \ln(\omega) + \eta \right] - i \left( \frac{p}{4 \pi k_{Sx} \sqrt{k_{Sxy}}} \right),
\] (10)

If \(z > 0.2\), the line-source approximation is less applicable and the deviation between the approximate and exact solutions for the normalized slope increases rapidly as \(z\) increases. At \(z = 1\), for example, the relative error introduced by the approximate expression is already \(\sim 23\%\). If substrate thickness is finite, for small \(z\) values the thermal wave is reflected by the surface of the substrate and the normalized slope can be very different from that predicted by the slope method. This behavior is indicated in Fig. 1(a) by several curves calculated using Eq. (8) for \(\beta_S\) values between 0.1 and 10 000. The lower the \(\beta_S\), i.e., the thinner is the substrate relative to the heater width, the higher is the minimum \(z\) value for which the approximate normalized slope expression could be used without large errors due to the finite substrate effect. However, for very small \(\beta_S\) the required minimum \(z\) values becomes too large to satisfy the line-source approximation. A general condition to address the finite substrate effect could be found if the finite-substrate curves plotted in Fig. 1(a) are replotted as a function of a new nondimensional parameter relating the substrate thickness and the thermal diffusion length of the thermal wave, \(qd_S = z\beta_S\). As shown in Fig. 1(b), the normalized slope curves calculated for various \(\beta_S\) parameters overlap for small \(qd_S\) and large \(\beta_S\) values where the line-source approximation is still valid. Furthermore, the influence of the finite substrate thickness effect is minimized and a good agreement (within 1%) between the approximate normalized slope value and the exact expression is obtained if
Eq. (11) indicates that the semi-infinite substrate thickness approximation is valid (within 1% error in the normalized slope value) if the thermal penetration depth is at least 5 times smaller than the substrate thickness. The conditions expressed in Eqs. (9) and (11) provide more quantitative expressions for the range of applicability of the slope method in the general case of finite and anisotropic substrate and could be used to determine the best frequency range and heater width to be used with a given sample. Moreover, they indicate that if \( \beta_S < 25 \) it is not possible to simultaneously minimize the substrate effects and still satisfy the line source approximation. Hence, if \( \beta_S < 25 \) no frequency range exists where the slope method could be used with less than 1% deviation of the approximate normalized slope from the exact expression in Eq. (8).

An example of the 3\( \omega \) method-based thermal conductivity characterization of anisotropic and finite thickness substrate samples is the thermal conductivity measurement of nanochanneled alumina. The samples have regular nanochannels with axis aligned in the direction perpendicular to the template surface, as shown in the inset of Fig. 2. Electrical heaters/temperature sensors between 5 and 40 \( \mu \text{m} \) widths are deposited on the 60 \( \mu \text{m} \) thick alumina substrate. The thermal conductivity anisotropy of the sample was determined to be \( \sim 0.7 \). Since \( \beta_S < 25 \) for both the 5 and 40 \( \mu \text{m} \) width heaters (\( \beta_S \sim 10 \) for the small width heater and \( \beta_S \sim 1 \) for the large width heater), the slope method based on the simplified expression from Eq. (10) could not be used to determine the thermal conductivity of the substrate. The thermal conductivity of the anisotropic alumina substrate was determined by fitting the experimental temperature rise with predictions based on the exact solution from Eq. (1). Temperature rise calculations based on the exact solution show that large width heaters are more sensitive to the cross-plane (along axis) thermal conductivity of the sample because the heat transport is mainly in the axial direction. Furthermore, small width heaters experience relatively more spreading of the heat in the in-plane direction and are sensitive to both the in-plane (perpendicular to nanochannel axis) and cross-plane components of the thermal conductivity. Hence, the 5 and 40 \( \mu \text{m} \) width heaters and an iterative technique were used to determine the in-plane and cross-plane thermal conductivity of the substrate. Figure 2 shows the experimental temperature rise collected at room temperature along with the fit from Eq. (1) for both heaters. The determined anisotropic thermal conductivity of the nanochanneled alumina sample at room temperature is, \( k_{S_y} = 1.5 \) and \( k_{S_x} = 1.05 \text{ W/mK} \).

### IV. THIN FILM ON SUBSTRATE THERMAL CONDUCTIVITY MEASUREMENT

Estimating the temperature drop across the film is required to determine the thin-film thermal conductivity. In the 3\( \omega \) method, the temperature drop across the film is inferred from the difference between the experimental temperature rise of the heater and the calculated temperature rise of the bare substrate sample. The substrate thermal conductivity is determined from the slope method applied to the experimental temperature rise of the heater and usually a one-dimensional heat conduction model is assumed across the film. With these approximations, the experimental temperature rise of the heater on the film plus substrate system can be written as

\[
T_{S+F} = T_S + \frac{p d_F}{2 b l k_F},
\]

where subscript \( F \) denotes film properties and \( T_S \) is calculated based on Eq. (6).

A different way to estimate the temperature drop across the film is to measure it experimentally by a differential technique. The differential 3\( \omega \) method involves the experimental measurement of the temperature-rise difference between similar heaters deposited onto the specimen and a reference sample without the film of interest.

The next sections discuss the relative errors in film thermal conductivity measurement between the sloped-based 3\( \omega \) method and the differential 3\( \omega \) method, the errors introduced by two-dimensional heat conduction effects and the film-substrate thermal conductivity contrast, and the influence of the heat capacitance of the heater and the thermal resistance effect on the slope method.

### A. Comparison between differential and slope methods

This section presents a detailed experimental error analysis of the film thermal conductivity measurement for the differential 3\( \omega \) technique and the sloped-based 3\( \omega \) technique. For clarity, the one-dimensional heat conduction model across the films is assumed to be valid.

Considering the expression from Eq. (12), the film thermal conductivity as determined from the sloped-based 3\( \omega \) method may be written as
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where $\nu_{3\omega}$ and $\nu_{1\omega}$ correspond to the third and first harmonic of the experimental voltage and $C_n$ is the temperature coefficient of resistance. In the second part of Eq. (13), the calculated complex temperature rise of the substrate is substituted from Eq. (6) and the substrate thermal conductivity $k_S$ is explicitly written as a function of the “slope” of the experimental signal. In order to determine the thermal conductivity of the film, the calculated temperature drop across the film is averaged over the experimental frequency range. If the system contains additional films, the thickness and thermal properties of these films must be known in order to subtract their contribution from the total experimental temperature rise.

In the differential $3\omega$ technique, the thermal conductivity of the film is calculated using the average temperature rise difference experimentally measured at the same power input by similar heaters deposited on the specimen and a reference sample without the film of interest:

$$k_F = \frac{dF}{2bl} \left[ \frac{2\nu_{3\omega}}{C_n\nu_{1\omega}} - T_{S_{ave}} \right]^{-1}$$

$$= \frac{dF}{2bl} \left[ \frac{2\nu_{3\omega}}{C_n\nu_{1\omega}} + 2 \text{ slope} \cdot \frac{\ln(\text{freq})}{\text{ave}} \right]^{-1}, \quad (13)$$

where subscript $R + F$ corresponds to the structure that includes the sample film and the subscript $R$ refers to the reference structure. Although the differential technique requires two sets of measurements, the film thermal conductivity determined from Eq. (14) is insensitive to the substrate thermal conductivity, and the contributions from any additional films is nearly eliminated by the measurement on the reference sample.

In order to compare the uncertainty in film thermal conductivity estimated from Eqs. (13) and (14), error analysis is carried out for a film-on-substrate system with $k_F = 9.5$ W/mK, $d_F = 1$ $\mu$m, and $k_S = 150$ W/mK. Our typical experimental uncertainty for each parameter is: 2% for $V_{3\omega}$, 0.07% for $V_{1\omega}$, 2% for heater resistance, 1% for $d_F$, 2% for $C_n$, 2% for slope and 3% for $b$. The differential technique requires input from two sets of experiments as compared to the slope method that requires only one set of experimental data. The additional uncertainty due to the higher number of experimental variables results in a higher uncertainty of the differential technique. For the studied film-on-substrate system, the uncertainty in the estimated $k_F$ is $\sim 7\%$ for the slope method and $\sim 20\%$ for the differential technique. However, as shown in Eq. (13), the value of the slope can strongly affect the film thermal conductivity. Experimentally, we have found that the substrate thermal conductivity determined from the slope method may depend on the heater width and the film thickness (for silicon substrate the variation in substrate thermal conductivity determined using different heater widths is as large as 20%). Similarly, Kim and co-authors\(^9\) reported that the substrate thermal conductivity from the slope method deviates up to 10% from the actual value, and is also sensitive to the film thickness. These errors in substrate thermal conductivity measurement are related to the thermal resistance and thermal capacitance of the heater and film, and will be discussed in Sec. V. Furthermore, if the sample structure contains more than one film, the uncertainty due to the additional variables (such as the thickness and thermal conductivity for each film) may further increase the error associated with the sloped-based estimation of the film thermal conductivity. Assuming a substrate thermal conductivity error of 20% and starting with the first part of Eq. (13), the film thermal conductivity value determined from the slope-based $3\omega$ method deviates by $\sim 40\%$ from the true thermal conductivity of the film. This error is larger than the uncertainty of the differential $3\omega$ method.

The discussion presented in this section was carried out under the assumption of one-dimensional heat conduction across the film. If the thermal conductivity of the film is strongly anisotropic and/or the contrast between the thermal conductivity of the film and substrate is small, then two-dimensional effects in the film may result in large errors in the estimated values of $k_F$ from Eq. (13) or (14) and a two-dimensional heat conduction model must be used to backup the film thermal conductivity. In this case, the temperature drop across the film could depend on the thermal properties of the substrate and of all the films in the system, therefore both the $3\omega$ and the differential $3\omega$ technique must take into consideration their contributions. The uncertainty analysis for the two-dimensional case becomes more complicated. However, the discussion carried out in this section suggests that a “calculated” temperature drop [Eq. (13)] would be more affected by films and substrate uncertainties than a “measured” temperature drop [Eq. (14)]. Our two-dimensional simulations show that the uncertainties related to the substrate thermal conductivity and the presence of additional films would have relatively less effect on the differential $3\omega$ method than on the slope-based $3\omega$ method. The two-dimensional effects are discussed in detail in the following section.

**B. Effects of the film/substrate thermal conductivity contrast and heat spreading inside the film**

The one-dimensional thin-film thermal conductivity reduction method as given by Eq. (13) or (14) requires that substrate thermal conductivity be much higher than the thermal conductivity of the film. This is easily understood because in the limiting case of a semi-infinite substrate and $k_S$ equal to $k_F$, the temperature drop across the film ($\Delta T_F$) is zero. Furthermore, it is required to minimize the heat spreading effects inside the film, which are due to film anisotropy and the aspect ratio between heater width and film thickness. The purpose of this section is to discuss the validity of the one-dimensional heat conduction modeling across the film and to provide formula for compensating the heat spreading inside the film and the small thermal conductivity contrast between the film and the substrate. The starting point is Eq. (1) for the case of an anisotropic thin film on a semi-infinite isotropic substrate. The temperature drop across the film, in the limit that frequency $\omega$ approaches to zero, is
contrast ratio \( \sqrt{k_{Fx}k_{Fy}/k_S} \). The figure shows that one-dimensional heat conduction modeling is strictly valid only if \( \beta_F = 0 \) (when \( C \rightarrow 1 \)) and \( \sqrt{k_{Fx}k_{Fy}/k_S} \rightarrow 0 \) (when \( S \rightarrow 1 \)). As a general trend, the larger is the thermal conductivity ratio between film and substrate, i.e., the smaller is the contrast between the film and the substrate, the larger is the error in the film thermal conductivity as determined from the 1D heat conduction modeling. Furthermore, this error increases as larger \( \beta_F \) values amplify the heat spreading effects due to the film anisotropy and/or the high aspect ratio between film thickness and heater width. For example, at \( \sqrt{k_{Fx}k_{Fy}/k_S} = 0.2 \) the 1D approximation yields an error of \( \sim 5\% \) if \( \beta_F = 0 \), and the error is \( \sim 15\% \) if \( \beta_F = 0.1 \). For large values of the substrate thermal conductivity compared to film thermal conductivity, \( C \sim 1 \) and Eq. (18) can be used to isolate the effect of pure heat spreading inside the film:

\[
\frac{k_{Fy}}{k_{1D}} = \frac{2}{\pi} \int_{0}^{\infty} \frac{\sin^2 \lambda}{\lambda^3} \frac{\tanh(\lambda \beta_F)}{\beta_F} d\lambda.
\]  

(19)

For \( \beta_F < 10 \), the integral expression in Eq. (19) is approximated within \( 3\% \) error by the simpler formula \((1 + 0.38\beta_F)^{-1}\). Therefore, if the film thermal conductivity is much smaller than the substrate thermal conductivity, the heat spreading effect could be accounted for by the one-dimensional heat conduction model if the width of the heater is replaced with a “corrected” width of \( 2b + 0.76d_F \times \sqrt{k_{Fy}} \). An almost similar expression, \((2b + 0.88d_F)_F \), was used by Cahill et al., in Ref. 17 to determine the thermal conductivity of alumina films deposited on Co-cemented WC substrates. To estimate how effective are the simple spreading correction and the thermal conductivity contrast correction [from Eq. (16)] in compensating for the two-dimensional heat conduction effects into the film, the curves from Fig. 3(a) are normalized to \( C/(1 + 0.38\beta_F) \) and replotted in Fig. 3(b). An ideal correction would yield a constant value of 1, independent of \( \beta_F \) or film to substrate thermal conductivity ratio. However, as shown in the Fig. 3(b), the simpler corrections cannot fully compensate for the two-dimensional effects for larger \( \beta_F \) and larger film to substrate thermal conductivity ratios.

An example of a thin-film thermal conductivity measurement carried out for a film-on-substrate system subjected to a significant film/substrate thermal conductivity contrast effect is given in reference.\(^{11}\) The cross-plane thermal conductivity measurement of a 1-\( \mu \)m-thick 50 Å Bi/50 Å Sb superlattice deposited on (111) CdTe substrate was carried out in the temperature range between 80 and 300 K using the differential 3o method and a two-dimensional heat conduction modeling across the film. The width of the heaters/temperature sensors deposited on the sample and the reference is 10 \( \mu \)m. The corresponding \( \beta_F \) value for the studied superlattice film is \( \sim 0.1 \), and in the absence of any film/substrate thermal conductivity contrast effect the heat spreading effect itself would be responsible for just a 5\% error in the film thermal conductivity estimated from the 1D heat conduction model (see Fig. 3). The experimental results shown in Fig. 4 indicate that the substrate thermal conductivity is comparable to the superlattice thermal conductivity at the upper end of the

\[ \Delta T_F = T_{F+S} - T_S = \frac{pd_F}{2bk_{Fy}}CS, \]  

(15)

where \( T_{F+S} \) is the temperature rise of the heater placed on a structure consisting of both the film and substrate and \( T_S \) is the temperature rise due to the substrate only. \( C \) is a factor that relates to the contrast between the film thermal conductivity, \( k_{Fy} \), and the substrate thermal conductivity, \( k_S \):

\[ C = 1 - \frac{k_{Fy}k_{Fy}}{k_S}, \]  

(16)

and \( S \) addresses the effect of lateral heat spreading in the film

\[ S = \frac{2}{\pi} \int_{0}^{\infty} \frac{\sin^2 \lambda}{\lambda^3} \frac{\tanh(\lambda \beta_F)}{[1 + (\sqrt{k_{Fy}k_{Fy}}/d_F)\tanh(\lambda \beta_F)]\beta_F} d\lambda, \]  

(17)

where \( \beta_F = \sqrt{k_{Fy}/(d_F/b)} \). Using Eq. (15), the ratio of the true thermal conductivity of the film to the approximated 1D thermal conductivity of the film can be expressed as

\[ \frac{k_{Fy}}{k_{1D}} = CS. \]  

(18)
temperature range. According to calculations shown in Fig. 3, the significant film/substrate thermal conductivity contrast effect that is present close to room temperature would introduce large errors in the 1D film thermal conductivity determination. In order to illustrate this situation, Fig. 5 shows the experimentally measured heater temperature rise collected at 80 and 280 K for the superlattice and reference samples. The difference between the temperature rise of the superlattice and reference heaters at 280 K is \( \leq 0 \), yielding an unreasonable value for the one-dimensional thermal conductivity of the film. Therefore, two-dimensional heat conduction modeling similar to Eq. (15) must be used to compensate for the film/substrate thermal conductivity contrast effect. The lines in Fig. 5 are the predicted temperature rise of the heater calculated based on Eq. (1) for the fitted value of the cross-plane thermal conductivity of the film at each temperature.

The heat spreading effect inside the film and the thermal conductivity measurement of anisotropic films is illustrated by the thermal characterization of a Ge quantum-dot-superlattice structure grown on Si substrate and reported in Ref. 13. The thickness of the quantum-dots-superlattice is \( \sim 1 \) \( \mu \)m, and the measured in-plane and cross-plane thermal conductivities at room temperature are, respectively, 35 and 9 W/mK. The ratio \( \sqrt{k_F} / k_S \) is \( \sim 0.1 \) indicating that the film/substrate thermal conductivity contrast effect is negligible (Fig. 3). A pair of 30 and 2 \( \mu \)m width heaters was used to measure the temperature difference between the quantum-dots-superlattice sample and a Si substrate reference. For the 30 \( \mu \)m heater width, the spreading effect is very small (\( \beta_F \sim 0.066 \)) and according to Fig. 3 the one-dimensional thermal conductivity estimated based on this large width heater would be very close to the true cross-plane thermal conductivity of the film. For the 2 \( \mu \)m heater, \( \beta_F \sim 0.5 \) and Fig. 3 indicates a significant heat spreading effect inside the film and a large error between the estimated one-dimensional thermal conductivity of the film and the true cross-plane thermal conductivity. However, this spreading effect could be used to determine the in-plane thermal conductivity of the film, if a two-dimensional model is employed to fit the temperature drop across the film measured by the small width heater. Therefore, using the pair of above heaters and the two-dimensional heat conduction modeling, both the in-plane and cross-plane thermal conductivity of the film could be determined. The experimental data points in Fig. 6 represent the measured temperature rise of the 30 and 2 \( \mu \)m width heaters deposited on the Ge-quantum-dot-superlattice and the reference samples. The experimental signal is compared to predictions for the temperature rise of the heaters calculated based on Eq. (1) for the fitted values of the in-plane and cross-plane thermal conductivity of the film.

V. EFFECTS OF HEATER HEAT CAPACITANCE AND THERMAL BOUNDARY RESISTANCE

The heater temperature rise given by Eq. (1) was derived by neglecting the heat capacitance of the 3\( \omega \) sensor and assuming no thermal boundary resistances present in the system. The purpose of this section is to discuss the possible influence of these effects on the range of applicability of the slope method. The average temperature rise of the heater...
complex temperature rise of the heater is.

In these conditions, the film in contact with the heater. The heat conduction ef-
facts inside the heater are neglected. In these conditions, the

element is calculated using a two-dimensional heat conduc-
tion model similar to the one outlined in Sec. II, except in-
cluding a heater of thickness \( d_h \) and a thermal boundary resistance \( R_{th} \) between the heater and the film in contact with the heater. The heat conduction effects inside the heater are neglected. In these conditions, the complex temperature rise of the heater is

\[
T_h = \frac{\Delta T + R_{th} p/2bl}{1 + (pc)_h d_h a_1^2 \omega (R_{th} + \Delta T 2bl/p)},
\]

where \( \Delta T \) is the average complex temperature rise determined from Eq. (1) for a multilayer-film-on-substrate structure under the same heating power and without heater effects. For a heater on a semi-infinite isotropic substrate, Eq. (20) becomes

\[
T_h = \frac{2}{2l k_s} \frac{p}{\gamma q^2 b^5} \frac{2}{\pi} \int_0^\infty \frac{\sin^2(\lambda)}{\lambda^2 + \lambda^2 + 2b^2} d\lambda + \sigma.
\]

In Eq. (21) the effect of thermal boundary resistance is ex-
pressed by the nondimensional parameter \( \sigma = R_{th} k_s / b \) and the effect of heater capacitance is indicated by \( \gamma = (pc)_h d_h / (pc)_h b \). Figure 7(a) shows the slope calculated based on Eq. (21), normalized to \( -p/\pi k_s \), and plotted as a function of \( qb \) parameter for different values of \( \gamma \) and \( R_{th} = 0 \). The range of applicability of the slope method is esti-
mated comparing the normalized slope with the approximate normalized slope value of 0.5 as determined from Eq. (6).

The higher is \( \gamma \), the larger is the influence of the heat capacitance of the heater, and the smaller is the maximum \( qb \) where the approximate slope method is applicable. For ex-
ample, in order to have less than 1% relative error in the approximate normalized slope value, if \( \gamma = 10 \) then \( qb \) must be smaller than 0.03 \([7 \text{ times smaller than predicted by Eq. (9)} \) in the case of no heat capacitance effect]. Furthermore, Fig. 7 shows that if \( \gamma = 0 \) the thermal resistance does not affect the slope. This could be also verified by setting \( \gamma = 0 \) in Eq. (21), then the heater temperature rise could be split in a frequency dependent term (but independent of \( R_{th} \)) and a frequency independent offset, representing the temperature drop across the thermal resistance. However, if \( \gamma \neq 0 \) thermal resistance affects the slope, and Fig. 7(b) shows the effect for \( \gamma = 1 \) and different values of \( \sigma \). Higher thermal resistances further reduce the maximum \( qb \) value where the approxi-
mate slope method is applicable.

For a multilayer-film-on-substrate system the additional thermal mass and thermal resistance of the films also affect the applicability of the slope method. To illustrate this effect, Eq. (20) was used to simulate the frequency dependent temperature rise of 2 and 30 \( \mu m \) width gold-heaters 2000 \( \AA \) thick deposited on a SiO\(_2\)-film-on-Si-substrate system with variable film thickness and thermal boundary resistance between the film and the heater. The approximate slope method employed at current modulation frequencies between 700 and 3000 Hz yields the “measured” substrate thermal conductivity. Figure 8 shows the measured substrate thermal conductivity normalized to the true thermal conductiviy of the substrate as a function of film thickness. The
error in the measured substrate thermal conductivity increases with larger film thickness, smaller heater widths, and larger thermal resistance. The trend and magnitude are consistent with our experimental observations and the literature.9
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